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The Indus civilization flourished c. 2500-1900 B.C. in what is 
now eastern Pakistan and northwestern India (1). No 
historical information exists about the civilization but 
archaeologists have uncovered samples of their writing on 
stamp seals, sealings, amulets, and small tablets. The script 
on these objects remains undeciphered, despite a number of 
attempts and claimed decipherments (2). A recent article (3) 
questioned the assumption that the script encoded language, 
suggesting instead that it might have been a nonlinguistic 
symbol system akin to the Vinča inscriptions of southeastern 
Europe and Near Eastern emblem systems. Here we compare 
the statistical structure of sequences of signs in the Indus 
script with those from a representative group of linguistic and 
nonlinguistic systems. 

Two major types of nonlinguistic systems are those that do 
not exhibit much sequential structure (“Type 1” systems) and 
those that follow rigid sequential order (“Type 2” systems). 
For example, the sequential order of signs in Vinča 
inscriptions appears to have been unimportant (4). On the 
other hand, the sequences of deity signs in Near Eastern 
inscriptions found on boundary stones (kudurrus) typically 
follow a rigid order that is thought to reflect the hierarchical 
ordering of the deities (5). 

Linguistic systems tend to fall somewhere between these 
two extremes: the tokens of a language (such as characters or 
words) do not follow each other randomly nor are they 
juxtaposed in a rigid order. There is typically some amount of 
flexibility in the ordering of tokens to compose words or 
sentences. This flexibility can be quantified statistically using 
conditional entropy (6), which measures the amount of 
randomness in the choice of a token given a preceding token 
(7). 

We computed the conditional entropies of five types of 
known natural linguistic systems (Sumerian logo-syllabic 
system, Old Tamil alpha-syllabic system, Rig Vedic Sanskrit 
alpha-syllabic system, English words, and English 
characters), four types of nonlinguistic systems 
(representative examples of Type 1 and Type 2 nonlinguistic 
systems as described above, human DNA sequences, and 
bacterial protein sequences), and an artificially-created 
linguistic system (the computer programming language 
Fortran). We compared these conditional entropies with the 
conditional entropy of Indus inscriptions from a well-known 
concordance of Indus texts (8). 

We found that the conditional entropy of Indus 
inscriptions closely matches those of linguistic systems and 
remains far from nonlinguistic systems throughout the entire 
range of token set sizes (Fig. 1A) (7). The conditional entropy 
of Indus inscriptions is significantly below those of the two 
biological nonlinguistic systems (DNA and protein) and 
above that of the computer programming language (Fig. 1B). 
Moreover, this conditional entropy appears to be most similar 
to Sumerian (a logo-syllabic script roughly contemporaneous 
with the Indus script) and Old Tamil (an alpha-syllabic 
script), and falls between those for English words and English 
characters. Both of these observations lend support to 
previous suggestions (e.g., (9)), made on the basis of the total 
number of Indus signs, that the Indus script may be logo-
syllabic. The similarity in conditional entropy to Old Tamil, a 
Dravidian language, is especially interesting in light of the 
fact that many of the prominent decipherment efforts to date 
(9–11) have converged upon a proto-Dravidian hypothesis for 
the Indus script. 

In summary, our results provide quantitative evidence for 
the existence of linguistic structure in the Indus script, 
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complementing other arguments that have been made 
explicitly (12, 13) or implicitly (14–16) in favor of the 
linguistic hypothesis. 
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Fig. 1. Conditional entropy of Indus inscriptions compared to 
linguistic and nonlinguistic systems. (A) The conditional 
entropy (in units of nats) is plotted as a function of the 
number of tokens (signs/characters/words) ordered according 
to their frequency in the texts used in this analysis (7). (B) 
Relative conditional entropy (conditional entropy relative to a 
uniformly random sequence with the same number of tokens) 
for linguistic and nonlinguistic systems. (Prot: Protein 
sequences, Sansk: Sanskrit, Eng: English, Sumer: Sumerian, 
Prog lang: Programming language). Besides the systems in 
(A), this plot includes two biological nonlinguistic systems (a 
human DNA sequence and bacterial protein sequences) as 
well as Rig Vedic Sanskrit and a computer program in the 
programming language Fortran (7). 

 




